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Abstract— We present GazeMotion — a novel method for
human motion forecasting that combines information on past
human poses with human eye gaze. Inspired by evidence
from behavioural sciences showing that human eye and body
movements are closely coordinated, GazeMotion first predicts
future eye gaze from past gaze, then fuses predicted future
gaze and past poses into a gaze-pose graph, and finally uses a
residual graph convolutional network to forecast body motion.
We extensively evaluate our method on the MoGaze, ADT, and
GIMO benchmark datasets and show that it outperforms state-
of-the-art methods by up to 7.4% improvement in mean per
joint position error. Using head direction as a proxy to gaze,
our method still achieves an average improvement of 5.5%. We
finally report an online user study showing that our method also
outperforms prior methods in terms of perceived realism. These
results show the significant information content available in eye
gaze for human motion forecasting as well as the effectiveness
of our method in exploiting this information.

I. INTRODUCTION

Understanding and forecasting human motion — coarse
activities such as walking, or fine-grained movements such
as reaching or grasping — is a long-standing research chal-
lenge in mobile robotics and human-robot interaction [1],
[2]. Given the inherent sequential nature of human motion,
much previous work on motion forecasting has focused on
using recurrent neural networks, showing significant perfor-
mance improvements [3], [4]. Other methods for human mo-
tion forecasting include Transformer-based architectures [5],
graph convolutional networks (GCNs) [6], or multi-layer
perceptrons (MLPs) [7]. Common to all of these methods
is that they formulate motion forecasting as a sequence-to-
sequence task in which future motion is predicted solely from
past human movements or poses [4]-[7].

In parallel line of work, studies in the cognitive and
behavioural sciences have revealed the strong correlation
between human eye gaze and body movements during daily
activities [8], [9]. For example, when navigating, human
visual attention is strongly correlated with the movement
direction [10] and it tends to precede corresponding hand and
arm movements when reaching for an object [11]. Despite
the close coordination between human eye gaze and body
movements, this information has only recently started to
being explored for human motion forecasting but the method
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proposed in [12] still required rich information about the full
3D environment and objects therein.

We present GazeMotion — the first learning-based method
for human motion forecasting that combines information
on past human poses with eye gaze without requiring such
information. Our method consists of three main components:
a convolutional neural network to predict future eye gaze
from historical gaze, a pose-gaze graph that fuses pose and
gaze data, as well as a novel residual graph convolutional
network consisting of three spatial-temporal modules that
forecasts future body poses from the pose-gaze graph. We
evaluate our method for motion forecasting at different future
time horizons of up to 1 second (future 30 frames) on the
MoGaze [13], ADT [14], as well as GIMO [12] benchmark
datasets. We show that our method outperforms several state-
of-the-art methods by a large margin: We achieve 7.4%
improvement on MoGaze, 6.4% on ADT, and 6.1% on
GIMO in terms of mean per joint position error (MPJPE). We
also incorporate eye gaze into state-of-the-art methods and
validate that our method still outperforms them by a large
margin (5.6%), validating the superiority of our integration.
We further report an online user study that shows that our
method outperforms other methods in terms of precision and
perceived realism of the predicted human motion. Consider-
ing that eye gaze information is not always available in real
applications, we further use head direction as a proxy to gaze
and show that our method still achieves significantly better
performances than prior methods .

The specific contributions of our work are three-fold:

« We propose a novel learning-based method that predicts
future eye gaze from past gaze, fuses the predicted
future gaze and past poses into a gaze-pose graph, and
forecasts future poses through a novel residual graph
convolutional network.

« We report extensive experiments on three public datasets
for motion forecasting at different future time horizons
and demonstrate significant performance improvements
over several state-of-the-art methods and conduct an on-
line user study and validate that our method outperforms
prior methods in both precision and realism.

« We introduce to use head direction as a proxy to gaze
in situations where eye gaze is not available to increase
the usability of our method.

'Source code and trained models will be released upon acceptance.
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Our method first forecasts future eye gaze from past gaze using a 1D convolutional neural network, then fuses the predicted gaze and past body

poses into a gaze-pose graph, and finally applies a graph convolutional network consisting of a start, a residual, and an end module to forecast body motion.

II. RELATED WORK
A. Coordination of Eye and Body Movements

The coordination of human eye and body movements has
been extensively studied in multiple fields, including cogni-
tive science and human-centred computing. Hu et al. [15],
[16] have demonstrated that head movements are strongly
correlated with eye movements in many daily activities,
such as free viewing or searching for an object. Emery
et al. [11] investigated the coordination of eye, hand, and
head movements in a virtual environment. In this work,
we demonstrate that findings on the strong link between
human motion and eye gaze can be successfully transferred
to the task of motion forecasting and lead to significant
performance improvements.

B. Eye Gaze Prediction

Human eye gaze is significant for many important ap-
plications including human-robot interaction [1], [2] and
human action anticipation [17]. In this background, eye gaze
prediction has become a popular research topic in the areas
of robotics and human-centred computing. Kim et al. focused
on robot manipulation scenarios and proposed a Transformer-
based method to predict eye gaze based on sequential visual
input [18]. Hu et al. concentrated on a visual search task
and used the scene content and task-related information to
forecast future eye gaze [16]. Existing methods usually rely
on additional information, e.g. image content and task-related
variables, making it difficult to apply their methods to other
situations. In contrast, our method only employs historical
eye gaze to forecast future gaze. In addition, we are the first
to combine gaze prediction with motion forecasting, i.e. we
first forecast future eye gaze and then use the predicted future
gaze to forecast future motion.

III. METHOD

We define gaze-guided human motion forecasting as the
task of predicting future body motion, for a certain time
horizon, jointly from past body poses and eye gaze infor-
mation. Human pose p is represented by the 3D positions

of all human joints p € R3*™ where n is the number of
joints, and employed a unit vector g € R3 to indicate eye
gaze direction. Given a sequence of past human poses P;.; =
{p1,p2,...,p:} and human eye gaze G1.: = {g1,92,..-, Gt}
the task is to forecast human poses in the future Py ;.7 =
{pt+1,Pt+2, .-, pr}. Our method consists of three main
components: a gaze prediction network that forecasts future
eye gaze from past gaze, a gaze-pose fusion procedure that
fuses predicted future gaze and past poses into a gaze-pose
graph, and a motion forecasting network that forecasts future
motions from the fused gaze and motion data (see Figure 1
for an overview of our method).

A. Gaze Prediction

Guided by the intuition that information on future eye
gaze is more useful for motion forecasting than past eye
gaze, we first forecast future gaze G;i1.2; from past gaze
(1.t and then use the predicted future gaze to forecast future
body motion. In light of the good performance of 1D CNN
for processing eye gaze data [16], [19], we employed four
ID CNN layers to forecast eye gaze. More specifically, we
used three 1D CNN layers, each with 32 channels and a
kernel size of three, to extract features from the historical
eye gaze data. Each CNN layer was followed by a layer
normalisation (LN) and a Tanh activation function. After
the three CNN layers, we used a 1D CNN layer with three
channels and a kernel size of three, and a Tanh activation
function to predict future eye gaze from the gaze features.
The predicted gaze were finally normalised to unit vectors:
Girr:2t = {9141, G420 - J2e } € R3¥E.

B. Gaze-Pose Fusion

We first padded the past poses and predicted gaze up
to T' by repeating the last pose and gaze for T" — t times
following prior works [6], [20]. Each pose was represented
using the 3D coordinates of all the human joints: Py.p =
{J g Jop, s Jipt € R3>*™T. We further cloned the
predicted eye gaze data G for n — 1 times to make the
gaze data have the same size as the motion data. We further



concatenated the motion data and gaze data along the spatial
dimension and obtained X € R3*2"*T We modelled the
fused motion and gaze data X as fully-connected spatial and
temporal graphs, jointly called the gaze-pose graph, to learn
the relationship between human eye gaze and human motion.
The spatial graph represents each joint data J* and each gaze
data G as a separate node and thus contains 2n nodes: n joint
nodes and n gaze nodes. The temporal graph consists of T’
nodes, corresponding to the fused data at different times:
X1, Xs, ..., X7. The spatial and temporal graphs are both
fully-connected with their adjacency matrices measuring the
weights between each pair of nodes.

C. Motion Forecasting

We first applied discrete cosine transform (DCT) [6], [7]
to encode the fused data X in the temporal domain using
DCT matrix My, € RT*T:

Xqg=XMge. (1)

We then proposed three novel GCN modules, i.e. a start
module, a residual module, and an end module, to process
the transformed data Xy € R3*2nxT,

Start Module: The start module first used a temporal
GCN to extract the temporal features from the transformed
data. To this end, the temporal GCN learned the weighted ad-
jacency matrix AT € RT*T of the fully-connected temporal
graph and calculated temporal convolution using

X)=Xx4A". 2)

X1 € R3*?T was then permuted to X2 € RT*2nx3,
A weight matrix Wstt ¢ R3*16 was used to convert the
input node features (3 dimensions) to latent features (16
dimensions):
X3 — XQWStht (3)
d d :

After the weight matrix, a spatial GCN was employed to
extract the spatial features. It learned the weighted adjacency
matrix A% € R?"*27 of the fully-connected spatial graph
and performed spatial convolution using

X4 =A%X3 )

X3 € RT*2nx16 wag further permuted to X € R'6x2nxT,
Considering that repeating important features is beneficial
for motion forecasting [6], [20], we copied the output of the
start module along the temporal dimension (R'6*2"xT
R16x2nx2TY and used it as input to the residual module.
Residual Module: The residual module consists of m
GCN blocks with each block containing a temporal GCN
that learns the temporal adjacency matrix A7 € R*T>2T
a weight matrix W/ € R'©*16 that extracts the latent
features, a spatial GCN that learns the spatial adjacency
matrix A € R?"*?"_ a layer normalisation, a Tanh acti-
vation function, and a dropout layer with dropout rate 0.3
to prevent from overfitting. m was set to 16 and a residual
connection was added for each GCN block. We cut the output
of the residual module in half in the temporal dimension
(R16%2nx2T _, R16x2nxTy and input it to the end module.

End Module: The end module consists of a temporal
GCN that learns the temporal adjacency matrix, a weight
matrix We? € R16%3 that maps the latent features to
3 dimensions, and a spatial GCN that learns the spatial
adjacency matrix. We added a global residual connection to
improve the network flow. The output of the end module
Y, € R3*?"XT was converted back to the original repre-
sentation space using an inverse discrete cosine transform
(IDCT) matrix M;qe; € RT*T:

Y = YyM;qet- (&)

The predicted future poses 15,5+1:T € R¥"XT—t were
obtained from the joint nodes in Y € R3*2nxT

D. Loss Function

We trained the gaze prediction and motion forecasting
networks separately. For the gaze prediction network, we
used the angular error between the predicted eye gaze
direction G and the ground truth gaze direction G as the
loss function:

¢ = arccos(G - Q). (6)

For the motion forecasting network, we used a combi-
nation of motion loss ¢,, and velocity loss ¢, as our loss
function ¢:

{,, measures the mean per joint position error between the
predicted future poses and the ground truth [6]:

T n
SN llbsk — vkl ()

1
b =
(T —1) j=t+1k=1

where pjr € R® represents the 3D coordinates of the
k" joint at the future time of j while p; ), € R? is the
corresponding ground truth. ¢, measures the mean per joint
velocity error between the predicted future poses and the
ground truth:

T-1 n

1 A~
T —t=1) Do D loge = vkl ©)

4, =
n(T ,
Jj=t+1k=1

where 9, € R3 represents the velocity of the Ekth joint at the
future time of j while v; , € R is the corresponding ground
truth. The velocity is computed using the time difference:
Ojk = Dj+1,k — Djje and Uik = Pjt1k — Pjk-

IV. EXPERIMENTS AND RESULTS
A. Datasets

a) MoGaze dataset [13]: The MoGaze dataset contains
human motion and eye gaze data recorded at 120 Hz from six
people performing pick and place actions. We down-sampled
the human pose and gaze data to 30 Hz for simplicity [6],
[7] and represented human poses using the 3D coordinates
of 21 human joints. We used a leave-one-person-out cross-
validation: We trained on five participants and tested on the
remaining one, repeated the experiment six times with a
different participant for testing, and calculated the average
performance across all six iterations.



b) ADT dataset [14]: The ADT dataset contains human
pose and gaze data performing various indoor activities
including room decoration, meal preparation, and work.
Each human pose consists of the 3D coordinates of 21
human joints recorded at 30 Hz. For experiments on ADT,
we randomly selected 25 sequences for training and 10
sequences for testing.

c¢) GIMO dataset [12]: The GIMO dataset is collected
in various indoor scenes and contains motion and gaze data
of 11 participants performing daily activities. Each human
pose consists of the 3D coordinates of 23 human joints
recorded at 30 Hz. We used the default train/test split [12]:
motion and gaze data from 12 scenes were used for training
and data from 14 scenes (12 known scenes from the training
set and two new environments) for testing.

B. Evaluation Settings

a) Evaluation Metric: As is common in human motion
forecasting [6], [7], [12], we used the mean per joint position
error (see Equation 8) in millimeters as our metric to evaluate
the different motion forecasting methods.

b) Baselines: We compared our method with the fol-
lowing state-of-the-art baseline methods for motion forecast-
ing:

e Res-RNN [4]: Res-RNN is a RNN-based method that
applies a residual connection between the input pose and
output pose to improve performance.

o SiMLPe [7]: siMLPe is a light-weight MLP-based method
that applies discrete cosine transform and residual connec-
tions to improve performance.

e HisRep [5]: HisRep is a Transformer-based method that
extracts motion attention to capture the similarity between
the current motion context and the historical motion sub-
sequences.

e PGBIG [6]: PGBIG is a GCN-based method that employs
a multi-stage framework to forecast human motions where
each stage predicts an initial guess for the next stage.

c) Time Horizons of Input and Output Sequences: For
experiments on the MoGaze, ADT, and GIMO datasets (30
Hz), we used 10 frames of data as input to forecast human
poses in the future 30 frames (i.e. up to one second into the
future), following the common evaluation settings [5], [6].

d) Implementation Details: We trained the baseline
methods from scratch using their default parameters. To train
our gaze prediction network, we used the Adam optimiser
with an initial learning rate of 0.01 that we then decayed
by 0.9 every epoch. We used a batch size of 32 to train
the gaze prediction network for a total of 50 epochs. For
our motion forecasting network, the Adam optimiser with
an initial learning rate of 0.01 was used and the learning
rate was decayed by 0.95 every epoch. A batch size of 32
was employed to train the motion forecasting network for
100 epochs. Our method was implemented using the PyTorch
framework.

C. Motion Forecasting Results

Results on MoGaze: Table I summarises the perfor-
mances of different methods on the MoGaze dataset. The

TABLE I
MPJPE ERRORS (UNIT: MILLIMETERS) OF DIFFERENT METHODS FOR
MOTION FORECASTING ON THE MOGAZE, ADT AND GIMO DATASETS.
BEST RESULTS ARE IN BOLD.

Dataset Method 200 ms 400 ms 600 ms 800 ms 1000 ms  Average
Res-RNN [4] 53.1 91.3 136.8 187.5 240.8 1243
siMLPe [7] 40.6 72.0 108.8 152.6 201.0 99.5
MoGaze HisRep [5] 31.4 60.5 95.4 1353 177.9 853
PGBIG [6] 294 57.7 92.0 130.7 171.5 82.0
Ours w/o gaze 27.2 55.3 88.9 126.9 167.1 79.0
Ours 258 533 85.8 122.0 160.0 759
Res-RNN [4] 35.6 557 71.8 100.0 122.5 70.1
siMLPe [7] 29.9 483 69.1 93.8 120.7 63.8
ADT HisRep [5] 15.5 30.5 476 66.8 88.2 423
PGBIG [6] 14.5 287 454 64.4 85.8 40.6
Ours w/o gaze 12.0 26.6 44.0 63.8 85.3 39.1
Ours 11.7 25.8 4238 62.1 82.8 38.0
Res-RNN [4] 82.6 126.4 170.2 212.9 255.4 152.8
SiMLPe [7] 42.8 78.3 114.6 150.7 188.5 100.3
GIMO HisRep (5] 41.8 78.1 115.0 152.7 192.4 100.2
PGBIG [6] 38.0 68.6 101.9 136.1 172.2 89.2
Ours w/o gaze 33.7 66.1 99.7 134.4 170.4 86.8
Ours 32,6 64.1 97.0 130.0 1624 83.8
GT Ours PGBIG HisRep siMLPe Res-RNN
Ground Truth Prediction
Fig. 2. Visualisation of the predictions of different methods on

MoGaze [13]. Our method consistently outperforms other methods when
predicting 400ms and 800ms into the future.

table shows the average MPJPE error (in millimeters) over
all 30 frames as well as the prediction errors for different
future time horizons: 200 ms, 400 ms, ..., 1000 ms. As can
be seen from the table, our method consistently outperforms
the state-of-the-art methods at different future time intervals,
achieving an average improvement of 7.4% (75.9 vs. 82.0)
over the state of the art. A paired Wilcoxon signed-rank
test was used to compare the performances of our method
with the state of the art and the results validated that the
differences between our method and the state of the art
are statistically significant (p < 0.01). Figure 2 shows an
example of the predicted poses from different methods.
We can see that our method achieves significantly better
performances than other methods. See supplementary video
for more prediction results.

Results on ADT: Table I shows the MPJPE errors of
different methods for different future time horizons as well
as the average error. We can see that our method significantly
outperforms prior methods (paired Wilcoxon signed-rank
test, p < 0.01), achieving an overall average improvement
of 6.4% (38.0 vs. 40.6).

Results on GIMO: We can see from Table I that our



TABLE II
MPJPE ERRORS (UNIT: MILLIMETERS) OF ADDING EYE GAZE TO
DIFFERENT METHODS FOR MOTION FORECASTING ON GIMO.

TABLE III
ABLATION STUDY ON THE MOGAZE DATASET.

Method 200 ms 400 ms 600 ms 800 ms 1000 ms  Average
Method 200ms  400ms 600ms 800ms 1000 ms Average wlo spatial GCN~ 30.9 62.1 963 1338 1731 84.7
Res-RNN [4] + gaze 815 1225 1641 2057 2466 1484 w/o temporal GCN 466 740 1079 1470 1880 99.3
siMLPe [7] + gaze 43.0 77.0 112.6 1472 182.6 98.4 w/o global residual 329 58.7 90.7 127.0 165.0 81.9
Hiskep [5] + gaze 453 8.9 1181 1542 1905 102.5 wlo velocity loss 263 539 866 1229  16L1 76.6
PGBIG [6] + gaze 369 693 1019 1355 1695 88.8 wlo gaze 272 353 889 1269 1671 790
ous 6 6l %0 1300 1624 338 past gaze 263 543 872 1238 1620 77.1
past head 263 54.4 879 1254 1641 77.8
future head 26.1 54.1 87.5 124.8 163.7 71.5
Ours 258 533 858 1220  160.0 759

method outperforms state-of-the-art methods with an over-
all average improvement of 6.1% (83.8 vs. 89.2) and our
improvements are statistically significant (paired Wilcoxon
signed-rank test, p < 0.01).

D. Adding Eye Gaze to Other Methods

Existing motion forecasting methods ignored the effective-
ness of eye gaze for predicting human motions. To make a
more comprehensive comparison, we also added eye gaze
to existing methods using our gaze-pose fusion strategy.
Table II shows the performances of each method for motion
forecasting on the GIMO dataset. We find that our method
consistently outperforms the state of the art in terms of
performances at different time intervals as well as average
performance, achieving an average improvement of 5.6%
(83.8 vs. 88.8). Paired Wilcoxon signed-rank test validates
that the differences between our method and the state of the
art are statistically significant (p < 0.01).

E. Head Direction as a Proxy to Eye Gaze

Our method requires eye gaze as input but gaze may
not always be available, thus limiting the range of our
method’s possible applications. To increase the usability of
our method, we propose to use head direction (forward direc-
tion of head) as a proxy to eye gaze, inspired by the strong
correlations between eye and head movements [15], [21].
Specifically, we first predicted head direction from past head
direction, then fused the predicted future head direction and
past body poses, and finally applied our motion forecasting
network to predict future motions. Our method using head
direction achieves an average improvement of 5.5% (77.5
vs. 82.0), 5.2% (38.5 vs. 40.6), and 3.8% (85.8 vs. 89.2)
over the state of the art on MoGaze, ADT, and GIMO,
respectively. These results demonstrate that our method can
use head direction as a proxy to eye gaze and still obtain
significantly better performances than the state of the art.

F. Ablation Study

a) Effectiveness of Eye Gaze for Motion Forecasting:
We tested different ways of using eye gaze information, i.e.
1) don’t use eye gaze (w/o gaze), 2) use past head direction in
the gaze-pose fusion procedure (past head), 3) use predicted
future head direction (future head), 4) use past eye gaze (past
gaze), and 5) use predicted future eye gaze (Ours). Table III
shows the motion forecasting results of different ways of
using eye gaze on the MoGaze dataset. As can be seen from
the table, using eye gaze or head direction as a proxy to

eye gaze achieves significantly better performances than not
using eye gaze (paired Wilcoxon signed-rank test, p < 0.01),
validating that eye gaze information can help improve the
performance of motion forecasting. We also find that using
predicted future eye gaze or head direction achieves better
performances than directly using past eye gaze (75.9 vs. 77.1)
or head direction (77.5 vs. 77.8), revealing the significant
potential of applying gaze prediction methods to improve
the performances of motion forecasting.

b) Effectiveness of Our GCN Architecture: From Ta-
ble I we can see that even without using eye gaze, our
method still significantly outperforms the state of the art
(79.0 vs. 82.0 on MoGaze, 39.1 vs. 40.6 on ADT, 86.8 vs.
89.2 on GIMO, paired Wilcoxon signed-rank test, p < 0.01),
validating the effectiveness of our GCN architecture. We also
performed an ablation study to evaluate the effectiveness of
each component in our method. Specifically, we respectively
removed spatial GCN, temporal GCN, global residual, and
velocity loss, and retrained the ablated methods. We can
see from Table III that each component helps improve our
method’s motion forecasting performance.

G. User Study

To further evaluate whether our method’s improvements
are significant in terms of qualitative evaluation, we con-
ducted an online user study to compare our method with
prior methods.

1) Stimuli: We randomly selected 24 motion forecasting
samples from the MoGaze, ADT, and GIMO datasets (8
samples from one dataset) and used them as our stimuli. Each
sample consisted of 30 frames of predictions (corresponding
to future 1 second) and was visualised as a short video.

2) Participants: We recruited 20 participants (12 males
and 8 females, aged between 21 and 36 years) to take
part in our user study through university mailing lists and
social networks. All of the participants reported normal or
corrected-to-normal vision. The user study was approved by
our university’s ethical review board.

3) Procedure: We conducted our user study using a
Google form. During the study, the ground truth future mo-
tions and the predictions of different methods were displayed
to the participants in parallel using a layout that is similar to
Figure 2. The names of different methods were hidden and
the order of these methods were randomised. The visualisa-
tion videos of the ground truth and different methods were set



TABLE IV
STATISTICAL RESULTS OF DIFFERENT METHODS’ RANKINGS IN OUR
USER STUDY. BEST RESULTS ARE IN BOLD WHILE SECOND BEST ARE
UNDERLINED.

Ours  PGBIG [6] HisRep [S]  siMLPe [7]  Res-RNN [4]
- Mean 1.6 32 32 33 3.7
Precision
SD 0.9 1.2 12 1.3 1.3
. Mean 1.9 33 3.1 33 35
Realism -
SD 1.3 1.2 1.3 1.3 1.4

to loop automatically, allowing participants to observe them
with no time limit. During their observation, participants
were required to rank different methods according to two
criteria: precision and realism.

e Precision: check different methods to see whether they
align with the ground truth and rank them based on
your observation.

o Realism: check different methods to see whether they
are physically plausible and rank them based on your
observation.

We collected the participants’ responses for further analysis.
4) Statistical Analysis: The means and standard devia-
tions (SDs) of different methods’ rankings are shown in Table
IV. We can see that our method outperforms the state of the
art in terms of both precision (1.6 vs. 3.2) and realism (1.9
vs. 3.1) and the results are statistically significant (paired
Wilcoxon signed-rank test, p < 0.01). The above results
demonstrate that our method achieves significantly better
performances over prior methods in qualitative evaluation.

V. CONCLUSION

In this work we proposed a novel method for human mo-
tion forecasting that first predicts future eye gaze from past
gaze, fuses future eye gaze and past body poses into a gaze-
pose graph, and finally uses a spatio-temporal residual GCN.
Through extensive experiments on three public benchmark
datasets we showed that our method outperforms several
state-of-the-art methods by a large margin. We also validated
that our predictions are more precise and more realistic
than prior methods through an online user study. We further
showed that head direction can be a suitable proxy to eye
gaze for use cases where eye gaze is not available, thereby
further improving the applicability of our method. As such,
our work reveals the significant information content available
in eye gaze for human motion forecasting and paves the way
for future research on this promising research direction.
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